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Quantum Optics Written Report
	The concept of a quantum computer was first introduced by renown physicist Richard Feynman almost 60 years ago during a talk he gave to the American Physical Society. Since then there have been a countless number of researchers improving the theory, developing algorithms, and most importantly, building the physical computers. Just this past October, Google has publicly announced they have achieved “quantum supremacy” by successfully completing a calculation that would have taken a classical supercomputer 10,000 years in just around 200 seconds. Meanwhile, Google’s rivals, such as IBM, are confident that by 2020 their systems will be advanced enough to begin contributing to their other research.
Now that quantum computers are right around the corner, I chose to focus my independent studies project around explaining the wave physics behind the methods employed to physically communicate with quantum computer. To accomplish this, we will first discuss the theory of quantum optics.  Second, I will provide an overview of eigenstates and how we can use them to construct the basic logic gates of a quantum compute. Finally, we will use Fourier analysis to develop a method for modeling the composite wave functions and calculating the overall impact of the pulses.
A major focus of optical physics is understanding how to transmit and receive information sent through light. For quantum computing we, more specifically, use quantum optics in which we use lasers to transmit information to individually “trapped” ions. The simplest way to conceptualize the interactions in a trapped ion experiment is through the two-level atom approximation. Although our target ion has many distinct quantum (energy) levels, the two-level atom approximation states that we can adequately describe our system with just a description for the transition we are interested in.
[image: ]
Figure 1: A visualization of the two-level atom approximation. The higher energy level it considers is greater than the ground state by ħω. Contrary to this image, the convention we will be using is to relabel the two quantum levels as 0 and 1.
This is a valid approximation because the optical transition is a resonance phenomenon. Early in the semester we studied forced oscillators on a string with multiple point masses. We demonstrated that as the driving force approached a resonance frequency, that normal mode would become much more pronounced and the wave shape would tend towards that normal modes pattern. Similarly, if we select a wave sufficiently close to our desired quantum level, the characteristics of the corresponding quantum level will become the most pronounced normal mode in the ion’s wave function.  
We can describe the probability of finding our ion in one of its eigenstates. The first two eigenstates we will be considering, are  which represents the ion in its ground state and  for the raised quantum level. However, thanks to quantum mechanics, we are not guaranteed to find the ion in a particular quantum level. When the ion is between these two energy levels, we can use eigenstates to describe the probability of finding the ion in either of its two quantum states. There are two special pairs of eigenstates at which we are equally likely to find the ion in either of its two quantum states. The first of these pairs are   and   which represent when its spin is entirely along the real axis while the pair  and  give an entirely imaginary description of the ion’s spin. An ion’s spin can be understood as how particles account for their “excess” energy from being between energy states that is converted into angular momentum. The Bloch Sphere is commonly used to help us visualize these eigenstates.  
[image: ]
Figure 2: The Bloch Sphere. The |+> and |-> eigenstates are typically visualized as the positive and negative x axis while the |↻> and |↺> eigenstates are along the y axis.
When we do measure the ion, its eigenstate will collapse into the quantum level of one its two energy levels. Therefore, to correctly describe the ion’s wave function, we must recreate the eigenstate and measure it many times to estimate its probability of collapsing into a specific quantum level. This wave function has the form:

This expression reads that our ion has a probability of  to still be in its initial quantum state, denoted , and a probability of to have transferred to the quantum state .  
	Thanks to this geometric interpretation, we can also describe the transformation between eigenstates with spherical coordinates. Even better, we can describe any eigenstate through just two variables since the radius, which equals the total probability, will always equal 1. In the figure above,  is the angle of the transformation in the direction of .  In a quantum computer, we manipulate  through a physical frame change. This means we intentionally change the orientation of our next pulse relative to what we chose to define as . The last variable we would need to consider is   is the pulse area. The next section will use Fourier analysis to describe  (in the direction of a particular ) for a composite wave function. 
The pulse area is the angle, in radians, that an input wavefunction will rotate the ion’s eigenstate around the Bloch sphere. It is given by

where  is the incoming wave’s electric field amplitude as a function of time. However, in this expression the bounds from negative infinity to infinity implies that  is a perfect wave. Fortunately, during class we learned that to make this model more realistic, we can truncate the wave function and use Fourier analysis to calculate the A(k)s which make up the now non-perfect wave function.
	To make things more interesting, perhaps we would like to describe a piecewise electric field amplitude. In practice, a quantum algorithm might need to interact with our ion multiple times in an experiment. By being able to calculate the net result from these interactions, we could replicate the findings through a single pulse with an equivalent pulse area.
 	To begin, we will make the usual assumption that our expression is periodic over the interval of . However, since gaussian pulses are not linear functions, we will need to be carful about how we can add them together. So, we will be assuming there is sufficient timing between each of the pulses applied during an experiment. We can defend this assumption visually by considering that the electric field amplitude of an individual pulse becomes negligible in its tails. 
	The piecewise expression for our wavefunction can be written as:

where each tpxy is the time of the pulses peak electric field amplitude. And, most generally, the Fourier transform for  and C(k) can be expressed as:


[bookmark: _GoBack]Now, to help us integrate over each pulse individually, it is helpful to approximate the bounds for each integral as - to . This is also a fair assumption because we already stated that the remining contribution from the pulse’s tail is negligible. So

In this form, we can see that C(k) is described by the sum of the C(k) describing each of its pulses individually. We will now continue by evaluating one of these integrals and using that knowledge to rewrite our equation for multiple pulses.

To solve this integral, a helpful trick is to first solve for I, the integral squared: 






So, for a single gaussian pulse:

Finally, our desired result to describe C(k) for a composite wave function of many different pulses becomes:



Additionally, we can now describe any transformation through its components with an azimuth angle of 0 and π/2 radians! Now we can demonstrate how these results allow us to describe a composite wave function of two gaussian pulses and calculate their combined pulse area. 
As a proof of concept, in the first of these scripts, I am simply applying our result to a single gaussian pulse. The characteristics for this pulse come directly from the example on page 190 of “Quantum Optics” by Mark Fox where they used the traditional method to calculate a pulse area of  radians. As you can see, we have successfully replicated their results using a Fourier series and numerical integration! 
[image: ]
(From now on we will only show the lines up to where the code becomes redundant)

[image: ]
	In, our second script describes the case for a composite wave function of two gaussian pulses like the one we described above. As we would expect, the net pulse area we calculated is approximately  radians!
[image: ]
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Finally, here we are considering two gaussian pulses which would also add up to a net pulse of area of  radians. Once again, our model is consistent with this prediction! 
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When I was creating these scripts, I initially had trouble reliably computing the pulse area through numerical integration. The main culprits behind these difficulties was that I did not sample large or small enough k values and was missing crucial information about these systems. But of course, even after correcting for this error, there is still a noticeable difference between my results and my predictions. 
In quantum computing, error reduction happens to be the major focus for many researchers. Since it is impossible to control exactly what signals we are sending our qubit, a useful algorithms must both do its best to limit this error while having the tolerance to work around it. Consequently, a common theme in most algorithms is to accomplish their task in as few pulses as possible. Perhaps using the Fourier series to calculate and apply a singular, but, equivalent, pulse could become a workaround to this problem.   
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After applying the pulses, the net pulse area is: 1.571485 radians.
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%The two pulses are simular to the one described in the text's
Ssample problem. Therfore, we should expect the net pulse area to be
%pi ragians.

syms t «

h_bar = 1.854571817+107-34; %in m'2 kg / 5
u_01 = 10%-29; %in Cn
A= 11010°6; %in Vn-1

3

0.85%10°-12; %in ps
©.85%10°-12; %in ps

1
2
Ck = A/(2*sart(pita)) "exp(- (k*2)/(4%2));

Fkt = Cke( cos (kn(£-10%102-12)/T_1)+cos (k*(£-2.5¢10%-12)/T_2 ) );
Sote: in practice, the amplitude coefiecents A,B,... are identicle.
% This allows us to seperate out the, constant with k, pulse offsets.
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After applying the pulses, the net pulse area is: 3.142925 radians.
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%Although I selected the period (T) of each pulse, I chose values in the
proxinity of the pulses descriebd in my reference textbook. These two
%pulses should also yield a pulse area of pi radians.

syms t «

h_bar = 1.854571817+107-34; %in m'2 kg / 5
u_01 = 10%-29; %in Cn

11+10%; ¥in Vm-1
3

1.15%10%-12; %in ps
0.55%16%-12; %in ps

Ck = A/(2*sart(pita)) "exp(- (k"2)/(4%2));
C_k*( cos(k*(£-3+107-12) /T_1)+cos (k* (£-1.7510%-12)/T_2 ) );
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After applying the pulses, the net pulse area is: 3.142951 radians.
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%This script is a proof of concept based off the textbook's example for
%calculating the pulse area of a single pulse.

SIn this example, the pulse provided a phese area of pi/2.
syms t «

h_bar = 1.854571817+107-34; %in m'2 kg / 5

u_01 = 10%-29; %in Cn

11+10%; ¥in Vm-1
3

A/(27sart (piva))wexp(- (k"2)/(4%2));
€k ( cos (ke (£-2.25%10%-12)/T_1) )3

ndex = -10:step:10
F_t + subs(F_k_t,k, k_index)*step;

step = 0.025+10%-12;
tvals = (-1%10°-12:5tep:5.5%10-12);

F = zeros(1,length(t_vals));
theta_t = zeros(1,lengtn(t_vals));

for 1 = 1:length(t_vals)
F(3) = subs(F_t, ¢, vals(i));

i1
theta_t(1) = (u_01/n_bar)*F(i)*step;
else
theta £(i) = theta £(i-1) + (u_01/h_bar)*F(i)*step;
ena
end
#igure

plot(t_vals,F);

title({'Electric Field Amplitude’,'for a composite wave function'});
Xlabel(*Time (in ps)');

ylabel(*Electric Field Amplitude (in MV m-1)')

#igure

plot(t_vals, theta_t);

title({'Pulse Area’,"for a composite wave functon'});
Xlabel(*Tine (in 5)');

ylabel(*Pulse Area (in Rad)')

pulse_area
Fprintf(*AF

(theta_t(length(t_vals))); %in radians

ter applying the pulses, the net pulse area is: %f radians.\n’, pulse_area)




